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TREE
OBJECTIVES

1. Student should be able to identify sets and its general terminology.
2. Students should be able to build tree from a given relation.
3. Students should know how to apply tree in weighted graph. .
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2. Minimal Spanning Tree
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3. Prim Approach concept


Steps involved in find the lightest or shortest or cheapest edge.
(Clear / Not Clear)
4. Kruskal Approach concept

Steps involved in find the lightest or shortest or cheapest edge.
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TREE
· This is a relation that usually represented by a diagraph
· Let say A is a set, and T is a relation on A. We say that T is a tree if there is a vertex v0 in A with properties that there exists a unique path in T from v0 to any other vertices, except v0 (from v0 to v0).
· That (v0) is called root for the tree T, and T is said to be a rooted tree. 
· We write as (T, v0) to explain the rooted tree T with v0 as its root. 
· Theorem 1

a) There is no cycle in T.

b) There is only one root in T, that is v0.

c) Every vertex in T, except v0, has an in-degree 1. v0 has an in-degree 0.

Ex 1: 
Consider the tree diagraph below: 
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· Terminology used in tree:

a) Level: Root, v0 been in level 0. In a), v1, v2, v3 be in level 1. 

b) Height: The highest level for the tree. In (a), the height is 1. In (b), the height is 2.

c) Parent: Vertex in the upper level that have vertex below it. In (b), v0 is a parent to v1, v2, v3. And v2 is a parent to v5 and v6.

d) Child: The lower level vertices under other vertex. In (b), v4 is a child to v1. And v7, v8 and v9 is a child to v3.

e) Sibling: Vertices that share the same parent. In (a), v1, v2 and v3 are siblings. 
f) Leaf: A vertex that has no children. In (a), v1, v2 and v3 are leaves. 
· Theorem 2: Let (T, v0) is a rooted tree on set A. Then,
a) T is irreflexive.

b) T is asymmetric.
c) If (a, b) ( T and (b, c) ( T, then (a, c) ( T for all a, b, c in A.

Ex 2: 
Let A is a female set. Its root is v0. Relation involved is: if v1 and v2 are elements in A, v1 T v2 if and only if v1 is a mother to v2. Relation T is a rooted tree.
Ex 3: 
Let A = {v1, v2, v3, v4, v5, v6, v7, v8, v9, v10}. and 

T = {(v2, v3), (v2, v1), (v4, v5), (v4, v6), (v5, v8), (v6, v7), (v4, v2), (v7, v9), (v7, v10)}. 

Show that T is a rooted tree and identify its root.
Ans:
The main characteristic is in-degree for root = 0. So, because there is a path to vertices v3, v1, v5, v6, v8, v7, v2, v9 and v10, then those vertices cannot be a root. Then, the root must be vertex v4. Draw a diagraph for T, begins from v4 with all its edges: 
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Check that path from v4 to any other vertices is unique. There is no path from v4 to v4. Therefore, T is a rooted tree with v4 as its root. 
· Theorem 3: If (T, v0) is a rooted tree, and v ( T, then T(v) is also a rooted tree with root v. We say that T(v) is a sub-tree for T, begins at v.
Ex 4:
Consider Ex 3. All graphs shown below are a sub-tree for the diagraph. 
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Undirected Tree
· Undirected tree is a symmetric relation for tree, where all edges have two-way relation. 
· We represent it with graph, connecting vertex a and b in which (a, b), (b, a) ( T.

· Edge (a, b) and (b, a) is called undirected edge of T.

· Vertex a and b must be adjacent. 
Minimal Spanning Tree

· In most of the joint symmetric application, graph that models relation usually is a graph with each vertex and edge bring information. 
· Weighted graph is a graph in which each edge is labeled with a numeric value, called weight.
· A vertex u is the nearest to vertex v if u and v are adjacent and no other vertex connects to v with the lighter weight than (u, v). 

· v might have more than one neighbor.
Ex 5:
A small country has to maintain a cycle area among its recreational centre. Model of the system is represented by using a weighted graph like below, where weight is in kilometer.
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Ex 6: A communication company is in the process of identifying required cost to updates all paths between its stations. A weighted graph below shows each station and cost involved in million: 
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· There are 2 approach that we can use: 
a) Prim Approach
Let R is a symmetric graph, joint relation with n vertices. 
Step 1: Choose a vertex v1 of R. Let V = {v1} and E = {}.

Step 2: Choose the lightest/nearest/cheapest neighbor vertex vi of V in which vj ( V, and the edge of (vi, vj) would not make a circuit with elements in E. Put vi into V and put (vi, vj) into E.

Step 3: Repeat step 2 until |E| = n – 1. 
Then, V will consist of all vertices and E will consist of all edges for minimal spanning tree of R.

· Prim Approach normally called the greedy algorithm.

· In each step, we choosing the best, based on the nearest place condition, rather that looking at it as a global.  

From the example below, we can see that: 
· There are 8 vertices, so there must be only 7 lightest edges. We will stop when we find the 7th edge. 
· In the last choosing, we can see that all edge will point to the same vertex, except if there is a cycle option. 
· Must have an initial vertex and so on, it will spread to the adjacent vertices. 
Ex 7: 
Consider Ex 5.

	Vertex involved
	Edge under considerations 
	Edge cannot be considered 
	Edge chosen 

	A
	AB (3)

AC (2)
	
	AC 

	A, C
	AB (3)

CB (3)

CE (5)

CF (5)
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	HG (form a circuit)
	EF / GF
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The shortest distance = 21.

Exercise: 
Find the Minimal Spanning Tree for Ex 6, starts from vertex A. Make a table.

b) Kruskal Approach
Let R is symmetric graph, joint relation with n vertices and let S = {e1, e2, .. ek} is a set for all weight in R.
Step 1: Choose the lightest edge e1 in S. Let E = {e1}. Replace S with S – {e1}.

Step 2: Choose the lightest edge ei in S that will not make a circuit with elements in E. Replace E with E ( {ei} and replace S with S – {ei}.

Step 3: Repeat step 2 until |E| = n – 1

Ex 8: Consider Ex 5

S = {2, 3, 4, 5, 6}

S = 2, choose edges AC, ED and DH

S = 3, choose AB, EG
(CB cannot be chosen: form a circuit)

S = 4, choose EF

(FG: form a circuit)
S = 5, choose CE

(CF: form a circuit)
We stop when we find the 7th edge. 
And, this Minimal Spanning Tree also have a shortest distance = 21.

Exercise
Find the Minimal Spanning Tree using both approaches:

a) For Prim, starts at C. 
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b) for Prim, starts at F.
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c) For Prim, starts at G.
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